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ABI TRACT

We have developed a detailed conf guration-accounting kinetic model for
calculating time-dependent ionization-balance and ion-level populations in
non-local thermal-equilibrium (non-LTl') plasmas. We use these population
estimates in computing spectral line -ntensities, line ratios, and synthetic
spectra, and in fitting these calculaed values to experimental measurements.
The model is also used to design laboratory x-ray laser experiments. For this
purpose, it is self-consistently coupied to the hydrodynamics code LASNEX.
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I. INTRODUCTION

Many laboratories are actively investigating radiation spectra of plasmas
that are produced either by high-power lasers or gas-puff z-pinches, because
spectral-line intensities from these p asmas are useful as temperature and
density diagnostics. In a well-diagnosed plasma, moreover, information about
the emission spectra allows one to test the accuracy of theoretical rate
coefficients. Before one can analyze the emission spectra, however, one needs
to know the plasma's charge-state distribution and ion-level populations as a
function of its electron temperature ard1 density.

Since the plasmas of interest are Lsually produced with electron densities

ranging from 10]7 to 102] cm™3

, neither the coronal nor the

Saha-Boltzmann equilibrium can be expected to apply. The Saha-Boltzmann
equation, for example, applies only to 1igher-density plasmas. The coronal
model, on the other hand, calculates icnization balance for ions in their

ground states, so it applies exclusively to plasmas with electron densities
less than 10]6 cm'3. In this paper we discuss a detailed
configuration-accounting kinetic model wvhich can be used in lieu of the
coronal and Saha-Boltzmann models to cclculate time-dependent ionization
balance and ion-level populations of th2 non-LTE plasmas in the
electron-density range of interest.

The model offers two options for célculating ion-level populations. The
first (default) option treats all the innization stages in a plasma in a
hydrogenic approximation. The second cotion treats certain ionization stages
in terms of their detailed non-hydrogenic energy levels and rate coefficients.

In the default option, we assume thit each energy level couples with every
level of the same jonization stage, but only to the ground state of the next
ionization stage. (This approximation allows us to develop a particularly
efficient method of calculating the pop lations.) The ground-state and
excited-state energy levels for each ionization stage are generated from
screening constants. There is one ener .y level per principal quantum number,
and the following processes are includel: (1) electron-collisional excitation
and de-excitation, (2) radiative emissi n and absorption, (3)

electron-collisional ionization and pho oionization, (4) radiative



recombination, (5) three-body recombinati-n, and (6) dielectronic
recombination. All the rate coefficients are scaled from those obtained for
hydrogenic ions. Using the default optio , our model can be used in
calculating the charge-state distribution and radiative power of arbitrary
non-LTE plasmas.

In the second option, the model retri:ves from a data file both the energy
levels and the collisional and radiative -ata for certain ionization stages.
The data file includes energy levels, osc’ 1lator strengths, collisional
excitation- and ionization-rate coefficients, photo-ionization cross sections,
and auto-ionization rates. This option a lows us to apply the model to the
analysis of non-LTE plasma emission spect-a and to the simulation of
laboratory x-ray laser experiments.

Qur model is self-consistently couple’ to the hydrodynamic code
LASNEX.] We use the electron temperature. electron density, and photon
density from LASNEX to compute ion-level »opulations, and these values are
then used in the calculation of the average ionization state, emissivity,
photon-absorption cross section, and bind:ng energy. LASNEX introduces these
quantities into the equations of radiatio transport, hydrodynamics, electron
energy, and number balance, and thus updates the electron temperature,
electron density, and photon density for !he next time step.

In the next section, we discuss the hvdrogenic option, giving detailed
consideration to time-dependent and steadv-state ionization balances. We also
compare our results for the average ioniz:tion state and charge-state
abundance with an average-atom model and vith the results of recent
experimental measurements. In Section II' , we discuss the non:hydrogenic
option, and use our model to validate a proposed method of estimating
ionization-balance data from experimental y measured emission spectra.



[1. HYDROGENI

A. Time-Dependent Ionization Balance

C APPROXIMATION

In the hydrogenic approximation, the populations for the ground state N}

and excited state N% (2 > 1) of the itn

at its ith ionization stage

are described by the following equaticas:
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jonization stage. Although in this model ¢ach excited level is coupled to the
ground state of the next ionization stage unly, the coupling to the excited
state of the next ionization stage is, in yeneral, negligible for electron
densities less than 1022 cm™3,

The equation for excited state level pecpulations can be rewritten as:
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where the matrix %i couples the excited stites together. The symbols C?Q
and B]l are the electron-collisional excit:tion-rate coefficients and the radiative-
absorption cross section, respectively, fo the transition from ground state to
level .

By solving Eq. (2), we obtain the foll wing difference relation for the

excited-state level population
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where At is the time step for the kinetic 'alculation. The term c% is given in
terms of the level populations. Both the oefficients a% and b% are expressed
in terms of the matrix %i and the ionizati n- and recombination-rate
coefficients.

Substituting Eq. (3) into Eq. (1) give"
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where the coefficients F?, F}, F?, L %

and F? lepend on ay, b%, C3o and
the ionization-rate and recombination-rate coefficients. Equation (4) for the
ground-state populations can be solved eas: 1y using any method for a

tridiagonal matrix.



B. Steady-State Ionization Balance

In steady-state equilibrium, the I2vel populations are determined by the
solution of €q. (1) when dN%/dt is set to zero for every level.
Eq. (1) then reduces to the following “orm:
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ek 2k
o= Ri(R)E, -t .

By solving the level populations i1 terms of the inverse of the matrix
Ti’ we have
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Using these results for the level :opulations, we write the total
ionization rate of the 1th jonization :tage as
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and the total recombination rate for the i+] jonization stage as
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At steady-state equilibrium, the tctal ionization rate of the 1th
jonization stage is exactly equal to tf2 total recombination rate of the i+l

ionization stage. The results are
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The excited-state populations are det:rmined by solving Eqs. (6) and (9).
The results are
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where Nt is the total ion density and < i < Zn .

If we are interested only in the tota population of an ionization stage,
we can use Egs. (6) through (8) to write 'he total ionization rate as
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and the total recombination rate as
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where Ni = g N% . The total ionization rate, ;s and the total

recombination rate, Vis both depend on the nuclear charge, ionization state,
electron temperature, and electron densit:.

The populations of each ionization stige can be obtained from the following
relations:
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The solution for this set of equations is written as
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At very high electron density, wher: the electron collisional
de-excitation rate dominates the radiative spontaneous-emission rate, Eq. (13)

reduces to the Saha-Boltzmann equilibriim:

N.|/N.|+'I = (G]nexe /ZG.‘+'I) e [ ] (]5)

gj.g = statistical weight for level g of ith jonization stage,

E% = excitation energy for level 2 «f ith jonization stage,
& = ionization potential of ith jorization stage,

Te = electron temperature, and

Ae = free electron thermal de-Brogl e wavelength.

At very low electron density, wher: the radiative spontaneous-emission
rate dominates the electron collisiona de-excitation rate, Eq. (13) reduces

to the coronal equilibrium:

NS/Ns = g Sie ()R (1) (16)

where the total recombination rate, 51”1(2) includes both radiative and
dielectronic recombinations.



C. Atomic Model

Each energy level of an ion is descrized by a set of occupation numbers
{Pm}. The symbol Pm, which takes on inteqgral values of 0, 1, 2,

. 2m2 th shell of the ion. As
an example, the ground level of a neon-lile ion is characterized by P] =2,

, gives the number of electrons n the m

P2 = 8, Pm =0, m> 3; the first excited <tate is characterized by P]
= 2, P2 =7, P3 =1, P =0, m> 4. The pr-incipal quantum number of a
level is determined by its valance electrcy. This model neglects all the
An = 0 transitions and assumes that the sublevels are in statistical
equilibrium.

We calculated energy levels for each ionization stage using hydrogenic
screening constants. The ionization potential for a level ¢ of the ith
ionization stage is taken as

%= £ [P }.] - € [{¥}.,,] (17)

i
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m
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The %m are equivalent to the Pm except or the shell in which an
electron is removed by ionization processes The symbols My and ¢ are the
electron mass and speed of light, respectively. The term o here represents
the fine structure constant, and the term Qﬂ represents the effective charge
of the m-~th shell, a value that includes scr2ening from electrons in inner
shells only. The binding energy for the m <1ell, g(Qm,m), is calculated
using the Pauli approximation to the Dirac ejquation. The g(m,n) are

hydrogenic screening constants.



Several sets of screening constant:. have been published in the
literature. A set derived by Mayer us ing perturbation theory has been widely
used,3 and while the ionization potent:als that are computed based on the
Mayer screening constants are reasonab’ y accurate for highly-stripped ions,
they are grossly over-estimated for nearly neutral ions.4 Recently, More
has obtained a set of screening constants by least-squares fitting the
ionization potentials from the screenirj model to a data base containing 800
jonization potentials.2 This new set ¢f screening constants gives
satisfactory results for both highly-st~ipped ions and ions close to neutral.
We adapt More's set in our calculation »f ground-state ionization potential.

The electron collisional excitation- and ionization-rate coefficients are
scaled from the results of Golden and Sampson for hydrogenic ions.5 The
inverse rates are calculated using the ietailed balance relation. The Burgess
and Merts formula enables us to calcula:e dielectronic recombination rates for
both the An = 1 and An = 0 transitions.‘:;'7 In calculating the An = 0
transitions, we used Post's values for hoth the average excitation energy and

8

oscillator strength.” The radiative recombination rate is computed from

Kramers' classical formula (Ref. 9) together with a bound-free Gaunt factor.
The radiative spontaneous-emission rate. are calculated using hydrogenic

oscillator strengths. All the rate coefiicients are represented by simple
analytical formulas.

D. Results and Comparison with an Average-Atom Model

Since non-LTE calculations based on an average-atom model have been
employed in many laser-produced plasma ~1'mu1at1‘ons,10']2 a comparison with
the average jonization states given by ur model is of interest. In Fig. 1,
we have drawn contour plots showing the ratio of the average ionization state
of our model (ZDCA) to an average-atom iodel (ZAA) in the (Te,p) plane
for cesium. These figures represent thi results of the average ionization
states for an LTE plasma (Fig. la) and steady-state optically-thin plasma
(Fig. 1b). For T, > 20 eV and p < 1 g/‘m3, the agreement between
models is within 20%. The largest disc:epancies occur at high densities and
low temperatures, where one expects pressure ionization and multiple excited
states to be important. The hydrogenic mnodel, which includes only singly
excited electron states, is not expectec to be applicable at these

temperatures and densities.



Figures 2-6 present the results of the :onization-balance calculations
from our model for a steady-state non-LTE p asma. In Fig. 2, we plot the
total ionization rate (solid curves) and total recombination rate (dashed
curves) for two selenium jonization stages SeXXIII and SeXXV) as a function

20 cm'3.

of electron temperature at an electron density of 5 x 10 These

calculations employ the dielectronic recomtination-rate coefficient given by
the Burgess-Merts formula. The total ionization rate for neon-like ions
becomes equal to the total recombination r¢te from flourine-like ions at an
electron temperature of approximately 1580.) eV. At this temperature, the
neon-like ion population is about equal to the fluorine-like ion population,
although it is expected to be greater than the fluorine-like population below
1580.0 eV and less above this temperature.

In Fig. 3, we compare the total ionizal.ion rate (solid curve) to the
ground-state ionization rate (dashed curve) for SeXXIII and SeXXV ionization
stages as a function of electron temperature at an electron density of
5 x 1020 cm'3. The comparison shows the t:tal ionization rate to be
greater than that of the ground state by f:ctors of 5 to 10. The enhanced
ionization is due to contributions from th: excited levels which are populated
by collisional excitation from the ground :tate. Both the collisional
excitation rate and the excited-state ioniration rate at these temperatures
and densities appear large when compared tin the ionization rate of the ground
state. This condition will result in a ctirge-state abundance curve which
peaks at a lower temperature than a coronal calculation.

In Fig. 4, we plot the average ionization state of a selenium plasma as a
function of electron temperature at an ele:tron density of 5 x 1020 cm'3.

Also plotted in the figure are the average ionization states given by the LTE
and coronal equilibrium models, with the | TE ionization states calculated from
the Saha-Boltzmann equation. The coronal model assumes that all the ions in a
plasma are in their ground states. The L E model significantly over-estimates
the average ionization state at all tempe atures (because these plasmas are
not dense enough to be described using th: Saha-Boltzmann equation), and the
coronal model underestimates the jonizati n state at low temperature by
neglecting excited state jonization. The average ionization state given by
our model is generally intermediate betwe:n coronal equilibrium and LTE,
although the coronal model and our model :gree at high electron temperatures
where the step-wise ionization contributinn is negligible.

-10-



In Fig. 5, the charge-state abundénces of a hot selenium plasma are
plotted as a function of electron temperature at electron densities of
5 x 10'8 cm™3 (Fig. 5a) and 5 x 1020 cn3 (Fig. 5b). Also plotted in
the figures are charge-state abundances given by the coronal equilibrium model
(dashed curves). We see that our mode! agrees with the coronal model at low

18 -3

density (5 x 10 -~ cm ~), but disagrees by more than one charge state at

the higher density (5 x 1020 ¢

). The neon-like ions (Se XXV) dominate
the charge-state distribution over a w' de range of temperatures because of
their closed atomic-shell structure.

In Fig. 6, we plot the charge-stat: abundance of a hot selenium plasma as
a function of electron density at elec:ron temperatures of 500 eV (Fig. 6a)
and 1000 eV (Fig 6b). We see that the excited state ionization starts to
affect the charge-state abundance at ar electron density of 5 x 10]8 cm'3
at 500 eV and does not contribute to tine charge-state abundance until the
electron density is 1020 (:m'3 at 1000 :v. This is due to the strong
temperature dependence of the ground-state ionization-rate coefficients.

In all of the calculations discussed thus far, we estimated the
dielectronic recombination-rate coefficient using the Burgess-Merts formula.
To test these rate coefficients, we corpared them to a recent detailed
13 Wwhich used the Multi-Contiguration Dirac-Fock (MCDF) method to
compute the Auger and radiative rates ¢f individual doubly-excited

calculation

states.]a Figure 7 shows the results ¢f the comparison. We see that our
dielectronic recombination-rate coefficient agrees to within 20% of the
quantum calculation over a wide range ¢ temperatures.

The effect of dielectronic recombinition on the ionization balance of a
hot selenium plasma is shown in Fig. 8.

Figure 9 compares the charge-state listribution of a hot steady-state
krypton plasma with the distribution meusured experimenta]]y.15 Both the
electron temperature and density were e.timated using K-shell spectra of
phosphorus impurities seeded in the pla.mas. The charge-state distribution
was inferred from the L- and M-shell em ssion spectra. Also plotted in the
figure are results of a calculation usi g the code XRASER.]6. Our results
agree reasonably well both with the exp rimental measurement and the XRASER
calculation.



Since one of the motivations of our m:de] was to design x-ray laser
experiments, we show the results of a prototype Nova exploding-foil
target.]7 This design uses a 500-8 Se fo'1 illuminated by a 0.5-um
laser of 400 ps FWHM duration at an inten:ity of 5 x 10]3 W/cmz. Figure
10a shows the LASNEX (Te,ne) time histori:s that result from laser
illumination. The electron temperature and density are approximately 900 eV
and 5 x 1020 ¢m3
10b, we show the charge-state distributior, which has reached steady state by
the peak of the laser (roughly 0.75 ns). Finally, in Fig. 10c we compare the
output x-ray energy of the average atom (:!A) to the result given by our model

, respectively, at the peak of the laser pulse. In Fig.

(DCA). Although the integrated outputs airee to within 10%, our results
obviously provide additional details in the photon energy range below 1 keV
that are important in interpreting experinental results.

In Fig. 11, we plot the radiative cooling rates of an optically thin
selenium plasma as a function of electron temperature at an electron density
of 5 x 1020 em3.
bound-free (recombination), and free-free (bremsstrahlung) radiations are

The individual contributions from bound-bound (Tine),

plotted separately. At low electron temperature, the line emission is totally
dominant, but bremsstrahlung becomes domi-ant at a temperature of about

20 keV. Radiative recombination does not contribute significantly to the
total radiative cooling rate at these ele:tron densities. Our calculation
neglects the line emission from An = 0 transitions because their

contribution to the total radiative cooling rate is in general negligible at

densities of 1020 cm'3.

-12-



III. NON-HYDROENIC APPROXIMATION

A. Basic Equations

Our model obtains the level popul:tions for the ionization stages which
are described using non-hydrogenic atumic data from the solution of the
following rate equations:

dn
% +

—dt E (wkl L | (18)

where wlk are the collisional and rad-ative rates for the transition
between levels £ and k. The term S2 ¢ives the contribution to the
population of level & that is caused ty either ionization or recombination
from other ionization stages (not inclided in the equation). The summation
runs over all the levels in the non-hydrogenic ionization stages. The level
populations for the rest of the ioniza:ion stages are calculated using Egs.
(3) and (4) in the hydrogenic approximation.

The model reads an atomic data fil: to obtain the energy levels,
statistical weights, oscillator strengths, electron collisional excitation-
and ionization-rate coefficients, phot ionization cross sections, and
autoionization rates. The rate coeffi.ients and cross sections are fit to
simple analytic expressions and the fi ting coefficients are stored in the
data file.

These data files (which are also r ad by other x-ray laser design codes
such as XRASER) are generated by a computer package called ADAM.]8
ADAM receives the content of the model to be made from a generator deck and

Briefly,

then creates a model either from an atumic physics data base or from simple
analytic formulas. The data base contuins primary atomic data which could be
obtained from experimental measurement Jr more elaborate atomic code
calculation.

This last option makes it possible to apply the model to the analysis of
non-LTE emission spectra and to the de<ign of laboratory x-ray laser
experiments.



B. Results and Discussion

Figure 12 shows the charge-state distiibution of a selenium plasma at an
electron density of 5 x 1020 cm'3 and electron temperature of 1000 eV.

The solid curve represents the results of a calculation using the default
hydrogenic option of our model, the dashec curve represents the results for
an atomic model which treats the neon-like ionization stage in non-hydrogenic
approximation, and the dotted curve represants the results for an atomic model
which treats both Ne- and F-like ionizatio stages in non-hydrogenic
approximation. The atomic model has 58 ensrgy levels for the Ne-like ion and
113 energy levels for the F-like ion.

The energy levels for the n = 2 and n ~ 3 states of Ne- and F-like ions
are computed using the multi-configuration Dirac-Fock code YODA.]9 The
oscillator strengths for the transitions beotween these states are also
computed using YODA.

Figure 13 shows the average ionization state of a selenium plasma at an
electron density of 5 «x 1020 cm'3 as a fun tion of electron temperature.
These comparisons in Figs. 12 and 13 show hat the calculation using a
hydrogenic model produces results which ag-ee reasonably well with

calculations using a more detailed atomic rodel.

C. lonization Balance Derived from Emission Spectra

In this section we use our model to va idate a proposed method of
measuring ionic charge-state abundance in rn-LTE plasmas. This method
obtains the ratio of populations for two icaization stages from the relative
intensities of the integrated x-ray flux ir the spectral lines between two
configurations seen in both kinds of ions tiat are produced in a plasma. For
example, the ratio of populations for Ne-Tile ions to F-like ions is measured
by comparing the relative spectral line intunsities arising from the 2p - 3d
transitions of such ions and scaling the re ative intensities to the number of
2p electrons in each ion. This method assules that the 3d-level populations
are dominantly produced by electron-collisi nal excitation from the ground
state. We have estimated the cascade contr bution to the 3d-level populations
in both F-1like and Ne-like ions to be less han 20% for most laboratory
plasmas that are produced using a z-pinch o a high-power laser.

-14a-



Stewart]5 has applied this methoc together with a satellite line model
for Ne-like ions to measure the krypton charge-state distribution in plasmas
that are produced using a z-pinch. Tne results of his measurement have
already been plotted in Fig. (9), together with the results of our
calculation. Recently, Bai]ey20 used the same method to measure ionic
charge-state abundance of Ni-, Co-, and Fe-like ions in europium plasmas
produced with laser-irradiated micro-dot targets.

To test this method for measuring ionization balance in non-LTE plasmas,
we calculated all the spectral line intensities arising from the 2p - 3d
transitions in Ne-like and F-like selenium ions. We then used these relative
intensities to compute the ratio of populations for Ne-like ions to F-like
ions. Results are plotted in Fig. 14 together with the ratio of populations
predicated by our model. We see that the population ratios obtained from the
relative intensities of 2p - 3d trans tions agree to within 20% of the results
given by the ionization-balance model over a wide range of electron
temperatures and densities. This agr=ement suggests that ionization balance
can be measured by comparing relative intensities for a set of the transitions
seen in each ionization stage.

IV. SUMMARY

We have developed a detailed conf guration-accounting kinetic model for
calculating time-dependent ionization balance and ion-level populations in
non-LTE plasmas. The model offers tw options for calculating level
populations. The default option treais all the ionization stages in
hydrogenic approximation and applies ‘'nalytical formulae to the calculation of
rate coefficients for both collisiona and radiative transitions. The second
option treats certain ionization stag:s in non-hydrogenic approximation. The
model gathers all of the atomic data ‘or these ionization stages from a data-
file. The second option allows one ti use the model in simulating x-ray laser
and plasma-spectroscopy experiments.

We have also coupled the model seif-consistently to the hydrodynamics code
LASNEX. After obtaining the electron density and temperature and photon
intensity from LASNEX, the model comp.tes the time-dependent level
populations. Next the average ionization state, emissivity, photon cross
section, and binding energy are compu ed using these new level populations.

LASNEX introduces these quantities ini 2> the equation of hydrodynamics, photon
transport, and conservation of energy

15-
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Figure

Figure

Figure

Figure

Figure

Figure

Figure

Figure

Figure

la

1b

5a

5b

6a

6b

Figur;g

Contour plot of ZDCA/ZAA’ the -atio of the average ionization
of our model to an average-atcm model for an LTE cesium plasma in
(Tgsp) space.

Contour plot of ZDCA/ZAA for a steady-state optically-thin
cesium plasma in (Té,p) space.

Total ionization rate (solid cirves) and recombination rate (dashed
curves) as a function of electron temperature for a selenium plasma

at an electron density of Ne = 5 x 1020 cm'3.

Comparison of the total ioniza“ion rate (solid curves) to the
ground-state ionization rate (1ashed curves) for a selenium plasma
(ne = 5 x 1020 cm'3).

Three kinetic models of the avarage ionization state of a selenium

plasma as a function of electron temperature (ne =5 x 1020

cm—3).

Present model (solid curves) ¢1d the coronal equilibrium model
(dashed curves) of the charge-;tate abundance of selenium as a
function of electron temperatu-e (ne =5 x 1018 cm'3).

A similar comparison to that siown in Figure 5a of charge-state
abundance versus electron tempzrature at a different electron

20 -3
).

density (n_ = 5 x 10°° cm

n
e

Charge-state abundance versus 2lectron density at an electron
temperature of Te = 500 eV.

Charge-state abundance versus :lectron density at Te = 1000 eV.
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Figure

Figure

Figure

Figure

Figure

Figure

Figure

Figure

10a

10b

10c

11

12

Comparison of the dielectroric recombination-rate coefficient
(calculated using the Burgess-Merts formula) with a recent
calculation using the Multi- onfiguration Dirac-Fock Method (MCDF).

Dependence of the charge-stite abundance of a selenium plasma on
the dielectronic recombination-rate coefficients. The symbol y
is the dielectronic recombiration multiplier. The electron
density ng = 5x 1020 cm'3 ¢nd the temperature Te = 1000 eV.

Charge-state distribution fcr a krypton plasma at an electron
temperature of 800 eV and ar electron density of 3 «x 1020 cm'3.

Time histories of electron temperature (Te) and density (ne)

for two zones of an x-ray liser exploding-foil-target design.

Time dependence of charge states SeXXIII to SeXXVII for an x-ray
laser foil-target design.

Comparison of our model (DC/ calculation) and an average-atom (AA)
model output spectrum for ar x-ray laser foil-target design.

Radiative cooling rate for ¢n optically thin selenium plasma as a
20 03, The
bound-bound (1ines), bound-free (recombination) and free-free

function of electron temper:¢ture at Ne = 5x 10
(bremsstrahlung) radiation contributions are plotted separately.

Charge-state distributions ¢f a selenium plasma calculated using
three different atomic models at ng = 5 x 1020 cm'3 and Te

= 1000 eV. The solid line r=2presents the hydrogenic model, the
dashed line incorporates the non-hydrogenic approximation for SeXXV
and SeXXVI, and the dotted "ine uses the non-hydrogenic

approximation for SeXXV.

-13-



Figure 13

Figure 14

Average ionization states versit; electron temperature of selenium
plasmas calculated with two different atomic models at ng =

5 x 1020 cm'3. The solid curve again represents the hydrogenic
model, and the non-hydrogenic aoproximation for SeXXV and SeXXVI is
given by the data points (o).

Ratio of populations for Ne-lik=2 selenium ions to F-like selenium

ions versus electron temperature at electron densities of
]020 c -3 21 -3

m ™~ and 100 cm . The «o0lid curves represent
results given by the ionizatior -balance model. The dashed curves
represent results obtained by comparing the relative intensities of
2p - 3d transitions that are seen in each ionization stage.
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